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# Statement of Problem

Our team has decided to compete in a superGLUE[1] task. The task we selected is **Choice Of Plausible Alternatives (COPA)** [2]. This task evaluates a model’s commonsense causal reasoning. It is tested with a series of questions where each question gives a premise and two plausible causes or effects. The correct choice is the alternative that is more plausible than the other.

# Approach

# [Add a paragraph or two describing the proposed approach. For example, use using Manhattan distance between the premise and two plausible causes or effects. Or using BERT’s sentence classifier. Provide enough detail so that we can have 3 or 4 talking points when we meet with the professor. Please cite any papers or websites and add them to the “Reference” section.]

# Goals and Objectives

[What are our goals for this project? Maybe list 3 or 4 goals. For example:]

* Obtain the highest possible superGLUE score using state-or-the-art models and pre-trained transfer learning.
* Gain a deep understanding of Natural Language Processing problem space by compete in superglue tasks.

# Action Plan

**Sept 28th:** Project group formed.

**Oct 5th:**  First group meeting to review project choices.

**Oct 12th:** Second group meeting. Project Selection. Initial self-directed student topics identified.

**Oct 26th:** The team meet to discuss 3 possible approaches for the COPA superGLUE task.

**Oct 26th - Oct 30th:** Project proposal created with additional research on the three approaches.

**Nov 1st:** Review project proposal with professor.

**Nov 1st – Nov 15th:** Implemented our model.

**Nov 16th – Nov 17th:** Our first submitting to the superGLUE online benchmark.

**Nov 18th – Dec 1st:** Refine model and continue to submit to superGLUE.

**Nov 25th – Dec 2nd:** Create project poster.

**Dec 2nd – Dec 7th:** Create project report.

**Dec 5th:** Poster presentation

**Dec 8th:** Report due date
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